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OFFIS - Institute for Information Technology

Oldenburg, Germany
felix.boeseler@offis.de

I. INTRODUCTION

The “power wall” is a well known problem in modern
microprocessor design [1]. Accelerators can be used to offload
computation-intensive kernels encountered in a wide range
of digital signal processing applications. An interesting ac-
celerator type is the so-called Coarse-Grained Reconfigurable
Array (CGRA). Through the parallel computation capabilities
on multiple granularities paired with partial specialization, a
CGRA can achieve very high energy efficiency [1].

In industrial development processes, experts from different
domains (e.g., control theory or hardware) often want to have
full control over the entire compilation process. For CGRAs,
this means full control beginning from the mathematical
kernel description down to the CGRA configuration bitstream.
Experts often have to manually guide and explore optimization
and lowering steps to achieve good CGRA utilization [2]. Fur-
thermore, CGRAs may be used in safety-critical applications
such as automotive engine control units (see [3]) where full
control over the compilation process increases traceability.

Therefore, the goal of this thesis is to enable a flexi-
ble model-based manually controllable compilation flow for
CGRAs as seen in Fig. 1. It shows that an external kernel
description (e.g., procedural description) is converted through
a parsing or transformation step into a high-level model.
This high-level model is described in a flexible model-based
language, which allows to gradually optimize and lower the
high-level model through multiple expert-driven transforma-
tion rules into a low-level model. The low-level model includes
technology mapping and is therefore in a form that enables
a Placing & Routing (P&R) step to assign concrete CGRA
resources to every model element. Finally, this placed model
is encoded into a configuration bitstream.

While related work such as the LLVM MLIR framework
[4] is very flexible, it is not designed for human readabil-
ity. Conversely, numerous compilation flows exists that are
understandable but focus on low-level abstractions or fixed
CGRA architectures (see [2]). The proposed flow is novel in
that it selects a careful balance between the understandability
and flexibility requirements to increase CGRA compilation
accessibility. Ensuring understandability allows full control for
domain experts so that transient partially lowered models can
be inspected. Allowing flexibility helps to decrease the already
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Fig. 1. Flexible model-based manually controllable compilation flow

existing fragmentation of CGRA compilers.
Therefore, the main research question of this thesis is as

follows: how can a flexible model-based manually controllable
compilation flow from a mathematical kernel description to a
CGRA configuration be realized? To answer this main research
question, the next section details further research questions.

II. RESEARCH QUESTIONS

Fig. 1 shows the relation between the proposed compilation
flow and the research questions through blue rectangles. It
shows that RQ1 is concerned with the definition of the
necessary abstraction levels between the high-level model and
the low-level model. RQ2 examines how all transient models
between these abstraction levels can be described in a flexible
modeling language. However, it is crucial that this flexibility
does not hinder the understandability for experts.

The goal of RQ3 is to answer the question how an expert can
describe model transformations in an understandable way. This
question is closely related to the reusability of components
(see RQ3.1). Finally, RQ4 is concerned with the task how
heuristics, such as simulated annealing, can be integrated in
the compilation task. When applying such a heuristic opti-
mization, the experts should have the possibility to integrate
own objective preferences or constraints so that the manual
controllability can still be ensured.



The detailed descriptions of the research questions are given
below:

RQ1 What levels of abstraction are necessary to facilitate
understandability so that manual controllability in the
compilation flow can be achieved?

RQ2 Based on these levels of abstractions, how does a
flexible model-based graphical language look that
can describe transient optimization, lowering, and
technology mapping models?

RQ2.1 What is a useful execution semantic for such a
language?

RQ3 How should the model-to-model transformation flow
for optimizaton, lowering, and mapping look like?

RQ3.1 How can the model-based language support reusable
generic components?

RQ3.2 What transformation rule format enables understand-
able transformations of suitable capability?

RQ4 How can heuristics, such as simulated annealing, be
integrated into the compilation flow so that more
complex optimization, lowering, and mapping steps
can be realized.

III. CURRENT STATE

My current work regarding RQ1 and RQ2 is described
in [5] where a hierarchic Data Flow Graph (DFG) language
comparable to approaches such as [6] is proposed. However,
in contrast to [6], [5] provides the important possibility to
abstract from shared memory details for multidimensional data
in higher abstractions. [5] argues that the focus on kernels with
constant loop boundaries is sufficient for an initial DFG lan-
guage version. Furthermore, the paper briefly reviews CGRA
taxonomies and identifies the class of heterogeneous, statically
reconfigurable, and dynamically scheduled CGRAs (see [7])
as sensible CGRA target type for the proposed compilation
flow. This type of CGRA is called dataflow CGRA in [5].

My current work regarding transformation rules (see RQ3)
focuses on declarative pushout transformation rules as already
often found in model-driven development contexts (see [8]).
While first examinations suggest that such declarative rules
are well suited for lowering transformations, they may be less
suited for general optimization steps (e.g., loop unrolling). A
difficult decision is whether declarative rewriting rule exten-
sions such as multi-objects (see [8]) should be supported or
whether procedural rules should be employed as fallback for
such cases (see also [4]). This question is especially interesting
in the context of the understandability requirement of the
proposed compilation flow, since declarative rules in their full
expressiveness may offer decreased readibility.

IV. EVALUATION

The planned overall evaluation relies on case studies that
should evaluate the two main requirements of the overall
compilation flow – understandability and flexibility.

While I provide first conceptual compilation results in
[5], extended quantitative evaluations are required once the
progress of the thesis has further advanced. I plan to continue

focusing on the DFA CGRA (see [3]) because of its industrial
relevance. While this places an external dependency on the
thesis, the project partners have expressed explicit motivation
to continue collaboration beyond the current project duration.
Furthermore, hardware simulation possibilities for the targeted
CGRA exist.

To provide quantitative comparable results regarding un-
derstandability, interesting metrics are the required end-to-end
time for kernel compilation and CGRA utilization/performance
of produced CGRA configurations. The industrial partners
can provide a rich set of industrial relevant kernels such as
fast Fourier transformation, Gaussian process, and multi layer
perceptron. The CGRA configurations for these kernels are
currently mostly handcrafted individually. I think that the pro-
posed compilation flow can provide a measurable advantage
compared to the current handcrafted configuration approach.

The flexibility should be evaluated by focusing at least one
alternative CGRA. I identify as a main challenge to find a
contemporary dataflow CGRA with industrial relevance for
which also accessible hardware simulation possibilities exist.

Naturally, the developed compiler in this thesis has to be
compared to existing CGRA compilers. However, this proves
to be difficult and a main challenge of this thesis because
of the vast and rapidly evolving amount of CGRA compiler
frameworks. New CGRA compiler/architecture exploration
frameworks can be observed almost every year. Thus, it
is crucial to filter the existing set of compiler approaches
and only focus on the most similar approach for a direct
comparison. I would be especially happy to discuss ideas to
handle this tasks or to potentially alleviate this task through
adapted research questions.
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